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The cross sections of the e+e− → K+K− process are measured precisely at center-of-mass energies√
s from 2.00 to 3.08 GeV using data collected with the BESIII detector operating at the Beijing

Electron Positron Collider (BEPCII). The results are consistent with the previous measurements
but with better precision. A resonant structure around 2.2 GeV is observed in the cross section line
shape. A fit to the line shape yields a mass of m = 2245.6 ± 8.3 ± 10.8 MeV/c2 and a width of
Γ = 136.3± 11.8± 9.2 MeV, where the first uncertainty is statistical and the second is systematic.
In addition, the kaon form factors are extracted from the cross sections.

PACS numbers: 13.60.Le, 13.40.Gp, 13.66.Jn, 14.40.Df125

I. INTRODUCTION126

With the observation of new structures in the φ − ψ127

region [1–4], it is of great interest to know if they are128

excited states of ρ, ω, φ or possible exotic particles, e.g.129

glueballs, hybrid mesons [5] or others. The identification130

of these particles requires better understanding of their131

decay patterns which can be investigated with exclusive132

processes in e+e− annihilations [6]. The knowledge of the133

e+e− → K+K− process can reveal properties of ρ, ω, φ134

and their excited states, e.g. φ(2170) is predicted to de-135

cay to kaon pairs according to the model in Ref. [7]. The136

form factor of the light mesons is also interesting and137

helps to understand the internal dynamics of hadrons,138

the detailed structure of hadronic wavefunctions, and the139

nuclear and hypernuclear forces [8, 9]. Furthermore, the140

asymptotic QCD can also be tested from the measure-141

ment of the kaon form factor at high energies, where the142

form factor FK is predicted to be inversely proportional143

to the square of s.144

Many efforts have been deployed to understand the145

e+e− → K+K− process [10–16]. In the energy region146

around the φ(1020) resonance, the uncertainties of the147

previous measured cross sections are of a few percent,148

while they are more than 15% for energies higher than149

2.0 GeV. The BABAR experiment used initial-state ra-150

diation (ISR) technique to measure the e+e− → K+K−151

process in a wide energy range from the threshold of152

K+K− to 8 GeV and observed complicated structures153

between 1.8 and 2.4 GeV [12, 13]. In this paper, the154

e+e− → K+K− process has been studied with the en-155

ergy scan method at 22 energies from 2.00 to 3.08 GeV.156

The uncertainties of the cross section measurement and157

the kaon form factor are reduced significantly.158

II. DETECTOR AND DATA SAMPLES159

BEPCII [17, 18] is a double-ring e+e− collider de-160

signed to provide a peak luminosity of 1033 cm−2s−1
161

at
√
s = 3.770 GeV. The BESIII [17, 19] detector has162

a geometrical acceptance of 93% of the full solid angle163

and has four main components: (1) A small-cell, helium-164

based (60% He, 40% C3H8) main drift chamber (MDC)165

with 43 layers providing an average single-hit resolution166

of 135 µm, and a momentum resolution in a 1 T mag-167

netic field of 0.5% at 1 GeV/c; (2) An electromagnetic168

calorimeter (EMC) in a cylindrical structure consisting169

of one barrel and two endcaps. The energy resolution for170

tracks with 1.0 GeV/c momentum is 2.5% (5%) in the171

barrel (endcaps), and the position resolution is 6 mm (9172

mm), respectively; (3) A time of flight system is used173

for particle identification. It is composed of 5-cm-thick174

plastic scintillators, with 176 detectors of 2.4 m length in175

two layers in the barrel and 96 fan-shaped detectors in176

the endcaps. The barrel (endcaps) time resolution of 80177

ps (110 ps) provides 2σK/π separation for momenta up178

to 1.0 GeV/c; (4) The muon system (MUC) consists of179

1272 m2 of resistive plate chambers (RPCs) in nine bar-180

rel and eight endcap layers and provides 2 cm position181

resolution.182

The data samples used in this analysis correspond183

to a total integrated luminosity of 651 pb−1, collected184

at 22 center-of-mass (c.m.) energies between 2.00 and185

3.08 GeV.186

Monte Carlo (MC)-simulated signal and background187

samples are used to optimize the event selection criteria,188

estimate the background contamination and evaluate189

the selection efficiencies. The MC samples are generated190

using a geant4-based [20] simulation software package191

BESIII Object Oriented Simulation Tool [21],192

which includes the description of geometry and material,193

the detector response and the digitization model, as well194

as a database of the detector running conditions and195

performance.196

In this analysis, the generator software package197

conexc [22] is used to simulate the signal MC samples198

e+e− → K+K−, and calculate the corresponding199

correction for higher-order processes with one radiative200

photon in the final states. Simulated samples of the201

QED background processes e+e− → e+e−, µ+µ− and202

γγ are generated with the generator babayaga [23].203

The other background of the e+e− → hadrons and the204

e+e− → e+e−X (X can be hadrons or leptons) processes205

are generated with the generators luarlw [24] and206

bestwogam [25], respectively.207

208

III. EVENT SELECTION209

The signal events are required to have two good oppo-210

sitely charged tracks, which are reconstructed with the211

hit information from the MDC. A good charged track212

must be within the MDC coverage, | cos θ| < 0.93, and213

is required to pass within 1 cm of the e+e− interaction214
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point in the plane perpendicular to the beam and within215

±10 cm in the direction along the beam. To suppress the216

e+e− → (γ)e+e− background, two selection criteria are217

required. Firstly, the ratio E/p of each kaon candidate is218

required to be smaller than a certain value to maximize219

the signal to background ratio, where E and p are the en-220

ergy deposited in the EMC and the momentum measured221

in the MDC, respectively. Secondly, the event should sat-222

isfy cosθ+ < 0.8 for the positive track and cosθ− > −0.8223

for the negative track. To suppress multi-body processes,224

the opening angle between the two tracks in the e+e−225

c.m. system is required to be larger than 179◦. The226

background from cosmic rays is rejected by requiring the227

difference of TOF recorded time between the two tracks228

to be less than 3 ns. Figure 1 and 2 show comparisons229

of the angular distributions between experimental data230

and MC simulation at
√
s = 2.6444 GeV. There is good231

agreement between data and MC simulations.232

The momenta of the K± tracks are expected to be233

pexp =
√
s/4−m2

K , which allows to effectively distin-234

+θcos
1− 0.5− 0 0.5 1

E
ve

nt
s

0

20

40

60

80 Data
-

K+K
-µ+µ
-e+e

Tot. MC

-θcos
1− 0.5− 0 0.5 1

E
ve

nt
s

0

20

40

60

80

FIG. 1. Polar angular distribution of positive (upper) and
negative (lower) tracks at 2.6444 GeV after performing all se-
lection criteria, as well as a requirement that the momenta of
both tracks should be within 3σp region of the signal, where
is σp is the momentum resolution. The arrows show the se-
lection requirements on the polar angular distribution of the
tracks to suppress e+e− → (γ)e+e− background. ”MC sum”
in the legend means the sum of signal, e+e− → (γ)µ+µ− and
e+e− → (γ)e+e− MC.

Opening angle (deg.)
177 178 179 180

E
ve

nt
s

0

100

200

300 Data
-

K+K
-µ+µ

Tot. MC

FIG. 2. Opening angle between the positive and the nega-
tive tracks at

√
s = 2.6444 GeV after performing all selection

criteria, as well as a requirement that the momenta of the
negative track should be within 3σp region of the signal. The
arrow shows the selection requirement on the opening angle.

guish the signal from other two-body processes. Figure 3235

shows the scatter plot of momentum distribution of the236

two tracks after performing all selection criteria described237

above.238

1

10

210

310

 (GeV/c)
+

p
1.2 1.3 1.4

 (
G

eV
/c

)
-p

1.2

1.3

1.4

FIG. 3. Scatter plot of the momentum distribution of the pos-
itive (p+) and the negative (p−) track at

√
s = 2.6444 GeV.

The signal events (3σp region as shown in box) are concen-
trated around pexp = 1.23 GeV/c.

IV. BACKGROUND ANALYSIS239

The potential background may come from hadronic240

processes with multi-body final states, or the e+e− anni-241

hilation processes with two-body final states, e.g. e+e−,242

µ+µ− and π+π−, where a radiative process can reduce243

the momenta of final particles to the momentum region of244

kaon. The contamination of the background is evaluated245

by MC simulations in 3σp momentum region of the signal,246

where σp is the momentum resolution determined with247
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signal MC. After imposing the above selection criteria,248

no events survived in e+e− → (γ)e+e−, γγ, and e+e−X249

processes. The background in hadronic final states is few250

and can be neglected. The dominant background comes251

from e+e− → (γ)µ+µ− and the normalized number of252

events in this process is summarized in Table I. The253

background level, defined as the ratio of the number of254

the background events to that of the signal, varies from255

0.5% to 60% in dependence of c.m. energies and no peaks256

are observed in the signal region from background pro-257

cesses.258

V. CROSS SECTION AND FORM FACTOR259

A. Signal extraction260

The number of signals is extracted by fitting the mo-261

mentum spectrum of the positive track while the mo-262

mentum of the negative track is required to be within263

(pexp−3σp, pexp + 3σp). In the fit, the signal is described264

by the signal MC shape convoluted with a Gaussian func-265

tion and background is described with the MC shape of266

the e+e− → (γ)µ+µ− process convoluted with another267

Gaussian function. The convoluted Gaussian functions268

are supposed to composite the possible resolution devi-269

ation between data and MC simulation. Figure 4 illus-270

trates the fit result at
√
s = 2.6444 GeV.271

p (GeV/c)
1.2 1.3 1.4

E
ve

nt
s

0

50

100

150

200 Data
Fit
Signal
Background

FIG. 4. Momentum spectrum at
√
s = 2.6444 GeV. Solid line

represents the total fit function. Dash lines are signal (main
part of left peak) and background (right peak and its tail).

B. Efficiency and correction factor272

The Born cross section is calculated from273

σB =
Nsig

L · ε · (1 + δ)
, (1)

where Nsig is the number of signal events, L is the inte-274

grated luminosity measured with method mentioned in275

[26], ε is the detection efficiency, 1 + δ is the correction276

factor due to ISR and vacuum polarization (VP).277

The detection efficiency and the correction factor are278

obtained from the signal MC generated at each en-279

ergy. In the generator, the cross section for ISR process280

(σe+e−→γXi
) is determined with the relation [22]281

σe+e−→γXi
=

∫
d
√
s′

2
√
s′

s
W (s, x)

σB(s′)

[1−Π(s′)]2
, (2)

where
√
s′ is the effective c.m. energy of final states with282

s′ = s(1 − x), and x ≡ 2Eγ/
√
s with Eγ representing283

the energy of the radiated photon, Π(s′) represents the284

VP effect, which includes contributions from leptons and285

quarks, and W (s, x) is the radiator function. To ob-286

tain a reliable detection efficiency ε and correction factor287

1 + δ, an iterative procedure is performed. Firstly, the288

BABAR’s cross sections are used as an initial line shape289

to generate signal MC. Then the calculated Born cross290

sections in this analysis with BABAR’s result are fitted291

with a phenomenological function, which is used as the292

input line shape. The procedure is repeated until the293

difference between last two iterations is less than 0.5%,294

thereby the iterative procedure is regarded as converged.-295

To obtain a reliable detection efficiency ε and correction296

factor 1 + δ, an iterative procedure is performed.297

For energies near the J/ψ resonance, the298

J/ψ → K+ K− and the e+e− → K+K− processes299

interfere with each other. To correct the contribution300

from J/ψ decay and the interference, we use another301

data sample collected for J/ψ resonance study to extract302

the correction factor. In the extraction, we use a303

function containing amplitudes of the J/ψ decay and304

the continuum contribution to fit the line shape of the305

K+K− cross section and take the ratio of continuum306

contribution and total cross section as the correction307

factor. The Born cross sections and related variables are308

summarized in Table I.309

C. Line shape of e+e− → K+K−
310

The measured Born cross sections shown in Fig. 5 are311

consistent with that of the BABAR experiment but with312

better precision. The line shape of cross sections is fitted313

with [12, 27]314

σB = |AK |2, (3)

where the amplitude is written as315

AK =cφBWφ + cφ′BWφ′ + cR1BWR1

+cρBWρ + cρ′BWρ′ + cρ′′BWρ′′ + cR2BWR2

+cωBWω + cω′BWω′ + cω′′BWω′′ + cR3BWR3

+ccon · s−α · ei·θ,

(4)
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where c’s are coefficients of resonances, including316

φ = φ(1020), φ′ = φ(1680), ρ = ρ(770), ρ′ = ρ(1450),317

ρ′′ = ρ(1700), ω = ω(782), ω′ = ω(1420), ω′′ = ω(1650)318

and other resonances whose parameters are to be deter-319

mined due to the lack of corresponding states in PDG,320

R1 denotes the structure around 2.23 GeV, while R2 and321

R3 are introduced to compensate some unknown contri-322

bution to the line shape. s−α is used to describe the323

continuum process, θ is the relative phase between res-324

onances and continuum process, BW s are Breit-Wigner325

functions of resonances, which take the form326

BW (s,m,Γ(s)) =
1

m2 − s− i
√
sΓ(s)

, (5)

where m is the mass of resonances. The width Γ(s) of327

a resonance is energy dependent. For the ρ resonance,328

energy dependence is given by329

Γρ(s) = Γρ
s

m2
ρ

(
β(s,mπ)

β(m2
ρ,mπ)

)3

(6)

with β(s,m) =
√

1− 4m2/s. For the φ resonance, there330

are separate contributions from different decay modes,331

thereby the total width is parameterized in an approxi-332

mate way as333

Γφ(s) =Γφ

[
B(φ→ K+K−)

Γφ→K+K−(s)

Γφ→K+K−(m2
φ)

+ B(φ→ K0K̄0)
Γφ→K0K̄0(s)

Γφ→K0K̄0(m2
φ)

+ 1− B(φ→ K+K−)− B(φ→ K0K̄0)
]
,

(7)

where Γφ→KK̄(s) is similar to Eq. (6) but with ρ replaced334

by φ and π replaced by K, respectively, B is the Branch-335

 (GeV)s
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)
σ
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-110
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FIG. 5. Born cross section of the e+e− → K+K− process.
Soft dots (in blue) and triangles with error bar are results
of BABAR. Solid dots (in red) are results of BESIII (this
work). The error bars include both statistical and systematic
uncertainties. The fit is performed on both data from BESIII
and BABAR using Eq. (3).

ing fraction. Fixed widths are used for resonances other336

than φ and ρ.337

Masses and widths of (φ, φ′), (ρ, ρ′, ρ′′) and (ω,338

ω′, ω′′) are set to the values from Particle Data Group339

(PDG) [1], while masses and widths of φ′′, ρ′′′ and ω′′′ are340

free. Parameters of resonances are determined from the341

BABAR’s cross sections below 2.00 GeV and from both342

the BABAR’s and the BESIII’s measurement between343

2.00 and 3.08 GeV . In the fit, statistical and systematic344

uncertainties are taken into consideration. For the BE-345

SIII’s cross sections, systematic uncertainties from the346

ISR and the VP, the luminosity and the tracking effi-347

ciency are supposed as correlated while other uncertain-348

ties are treated as uncorrelated. The uncertainties of349

BABAR’s cross section are simply treated as uncorre-350

lated. A structure with m = 2245.6 ± 8.3 MeV/c2 and351

Γ = 136.3 ± 11.8 MeV is observed, as shown in Fig. 5.352

The amplitude of the resonance is not easy to extract353

because it is hard to determine the interference among354

several uncertain resonances used here.355

D. Form factor356

Experimentally, the form factor of charged kaon can be357

calculated from the cross section using following formula358

[12]359

|FK |2(s) =
3s

πα(0)2β3
K

σD

CFS
, (8)

where360

σD = σB
(
α(s)

α(0)

)2

(9)

is the dressed cross section, derived from the Born cross361

section σB , α(s) is the electromagnetic coupling constant,362

βK =
√

1− 4m2
K/s is the kaon velocity, and CFS is the363

final-state correction [29–31]. The form factors can be364

found in Table I.365

The asymptotic QCD predicts that the form factor of a366

spin zero meson is FK = 16παs(s)f
2
K/s [28], where αs(s)367

is the strong coupling constant and fK is the weak decay368

amplitude of charged kaon. A fit to |FK |2 is performed369

with a function Aα2
s(s)/s

n at
√
s > 2.38GeV. A and n370

are allowed to vary in the fit as shown in Fig. 6. It is371

obtained that n = 1.94±0.09 which is in agreement with372

the QCD prediction n = 2. The fit is not implemented373

at lower energy range because there are resonances which374

can not be described by the function.375

VI. SYSTEMATIC UNCERTAINTY376

Several sources of systematic uncertainties are consid-377

ered in the measurement of the Born cross section and the378

corresponding form factors, including those of the detec-379

tion efficiency, the luminosity, the ISR and VP correction380
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TABLE I. Cross sections of e+e− → K+K− process and form factors of kaon. Nsig is the number of signal events, excluding
the number of survived µ+µ− events NMC

µµ in the signal region estimated from MC simulation, along with detection efficiency

ε, radiative correction factor 1 + δ, and luminosity L. σB is the measured Born cross section, form which the form factor FK is
extracted. The first uncertainties are statistical and the second ones systematic. Uncertainties of form factor are propergated
from those of cross sections.
√
s (GeV) ε 1 + δ L (pb−1) Nsig NMC

µµ σB (pb) |FK |2
2.0000 0.1927 2.717 10.074 1853.8 ± 43.3 9 351.5 ± 8.2 ± 6.4 0.1021 ± 0.0024 ± 0.0018
2.0500 0.1853 2.864 3.343 525.4 ± 23.2 3 296.1 ± 13.1 ± 4.7 0.0878 ± 0.0039 ± 0.0013
2.1000 0.1591 3.368 12.167 1438.0 ± 38.3 15 220.6 ± 5.9 ± 3.2 0.0666 ± 0.0018 ± 0.0009
2.1250 0.1453 3.704 108.49 11209.5± 106.9 125 192.0 ± 1.8 ± 2.9 0.0593 ± 0.0006 ± 0.0009
2.1500 0.1346 3.987 2.841 261.7 ± 16.3 3 171.7 ± 10.7 ± 2.7 0.0539 ± 0.0034 ± 0.0008
2.1750 0.1521 3.521 10.625 1048.1 ± 32.7 12 184.2 ± 5.7 ± 3.0 0.0590 ± 0.0018 ± 0.0009
2.2000 0.1802 2.986 13.699 1706.0 ± 41.7 24 231.4 ± 5.7 ± 4.0 0.0744 ± 0.0018 ± 0.0013
2.2324 0.2011 2.707 11.856 1634.2 ± 40.8 17 253.2 ± 6.3 ± 4.2 0.0843 ± 0.0021 ± 0.0013
2.3094 0.1697 3.255 21.089 2143.3 ± 46.9 34 184.0 ± 4.0 ± 3.1 0.0635 ± 0.0014 ± 0.0010
2.3864 0.1222 4.557 22.549 1274.9 ± 36.4 40 101.5 ± 2.9 ± 2.1 0.0367 ± 0.0010 ± 0.0007
2.3960 0.1189 4.702 66.869 3837.3 ± 63.2 148 102.6 ± 1.7 ± 2.2 0.0371 ± 0.0006 ± 0.0008
2.5000 0.1005 5.616 1.098 54.6 ± 7.6 2 88.1 ± 12.2 ± 2.8 0.0341 ± 0.0047 ± 0.0011
2.6444 0.0909 6.289 33.722 1091.9 ± 34.7 110 56.6 ± 1.8 ± 2.1 0.0237 ± 0.0008 ± 0.0009
2.6464 0.0902 6.300 34.003 1095.3 ± 34.9 100 56.7 ± 1.8 ± 1.6 0.0240 ± 0.0008 ± 0.0006
2.7000 0.0873 6.580 1.034 21.6 ± 5.0 3 36.3 ± 8.4 ± 1.2 0.0158 ± 0.0037 ± 0.0005
2.8000 0.0804 7.159 1.008 22.1 ± 5.1 4 37.9 ± 8.8 ± 1.6 0.0173 ± 0.0040 ± 0.0007
2.9000 0.0738 7.837 105.253 1847.8 ± 48.1 496 30.4 ± 0.8 ± 1.4 0.0145 ± 0.0004 ± 0.0007
2.9500 0.0702 8.217 15.942 232.9 ± 17.3 87 25.3 ± 1.9 ± 1.3 0.0125 ± 0.0009 ± 0.0006
2.9810 0.0683 8.466 16.071 260.6 ± 15.1 87 28.0 ± 1.6 ± 1.6 0.0139 ± 0.0008 ± 0.0008
3.0000 0.0667 8.622 15.881 215.5 ± 16.9 90 24.4 ± 1.8 ± 1.5 0.0122 ± 0.0009 ± 0.0007
3.0200 0.0656 8.791 17.290 235.9 ± 18.2 99 24.8 ± 1.8 ± 1.5 0.0124 ± 0.0009 ± 0.0008
3.0800 0.0564 9.266 126.185 1335.6 ± 44.0 864 25.3 ± 0.7 ± 2.2 0.0118 ± 0.0003 ± 0.0010

 (GeV)s
2 2.2 2.4 2.6 2.8 3

2 |
K

|F
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0.06

0.08
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 > 2.38 GeVsFit at 

FIG. 6. |FK |2 of e+e− → K+K−. Dots (in black) are results
in this work. Solid Line (in blue) is the fit result at

√
s > 2.38

GeV while dotted line is extrapolation of solid line to show
the trend of pQCD prediction at lower energy.

factor, background shape, and signal shape. The uncer-381

tainty sources for the detection efficiency include system-382

atic uncertainties in tracking efficiency, the p and E/p re-383

quirements, opening angle between the positive and the384

negative tracks, and the MC statistics. The uncertainty385

of tracking efficiency is investigated using a control sam-386

ple e+e− → K+K−π+π− with the strategy described387

in Ref [32]. Kaons have momenta that range from 0.85388

to 1.45 GeV/c, and their transverse-momentum-weighted389

tracking efficiency is about 1% per track. For the p, E/p390

and opening angle requirements, the distributions of cor-391

responding variables in MC simulation are smeared to392

those in data and the differences of cross sections un-393

der the same requirements are taken as the systematic394

uncertainties. The uncertainty of MC statistics is esti-395

mated by ∆MC = 1√
N
·
√

1−ε
ε , where N is the number of396

signal MC events. The integrated luminosities are mea-397

sured using large angle Bhabha scattering events, with398

an uncertainty of about 1% [26]. In the ISR and VP399

correction procedure, the cross section measurement is400

iterated until (1 + δ)ε converges. The difference between401

last two iterations is taken as the systematic uncertainty.402

Uncertainties due to the choice of the signal shape and403

background shapes, and the fit range are estimated by404

changing signal and background functions, and the fit405

range, respectively. All systematic uncertainties of cross406

section measurement are summarized in Table II.407

The systematic uncertainties in the resonance param-408

eters come from the absolute c.m. energy measurement,409

the systematic uncertainty on the cross section measure-410

ment, and the model used to describe the resonance.411

The uncertainty of c.m. energy provided by BEPCII is412

small and negligible in the extraction of the resonance413

parameters. The systematic uncertainty of the cross sec-414

tion measurement has already been considered in the fit415

of the cross section line shape. To assess the system-416
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atic uncertainty connected with the model, a modified417

Breit-Wigner function, considering the vertex function418

and phase space factor, is used to describe the resonance.419

The systematic uncertainties of the mass and the width420

are 6.2 MeV/c2 and 0.9 MeV, respectively. The width the421

resonance is quite large, which may be energy-dependent.422

If we parameterized the width to be similar with Γρ, this423

will introduce an uncertainty of 3.6 MeV/c2 and 5.4 MeV424

for mass and width, respectively. Besides the Breit-425

Wigner function, the model is based on a sum of several426

resonances and parameters for some of them are quoted427

from PDG. The uncertainties due to the quoted parame-428

ters are estimated by sampling the parameters for many429

times according to their masses and uncertainties in PDG430

with Gaussian assumption. The systematic uncertainties431

are estimated to be 8.8 MeV/c2 and 9.2 MeV for mass432

and width, respectively. The overall systematic uncer-433

tainties are obtained by summing all independent uncer-434

tainties in quadrature, which are 11.4 MeV/c2 for mass435

and 10.7 MeV for width436

VII. CONCLUSION437

In summary, we measure the e+e− → K+K− Born438

cross section and charged kaon form factor using data439

samples at 22 c.m. energies from 2.00 to 3.08 GeV with440

much better precision compared to previous results. A441

fit of the charged kaon form factor has been performed442

at c.m. energy above 2.38 GeV and confirms the QCD443

prediction that |FK | decreases with 1/s. The line shape444

of the cross section is fitted using a model based on a445

sum of resonances and yield a structure with a mass of446

2245.6±8.3±10.8 MeV/c2 and a width of 136.3±11.8±447

9.2 MeV, where the first uncertainties are statistical and448

the second ones are systematic. The nominal mass of the449

resonance is consistent with the ρ(2150) and the φ(2170)450

within 2σ. However, the width deviations are more than451

2σ, wider than that of the φ(2170) but narrower than452

that of ρ(2150), and therefore further study is needed.453
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